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Artificial Intelligence (AI) is set to redefine customer

engagement in the retail banking industry, driving
improvement in service delivery as well as operational
efficiency. This report examines how conversational Al
technologies — driven by natural language processing (NLP),
machine learning (ML) and speech recognition — can help
banks provide personalized, real-time and scalable Customer
service. Al chatbots have automated transaction-biased tasks
such as balance checks, transferring of funds, applying for a
loan and settling a complaint to minimize manual involvement
while increasing the level of accuracy and speed of response.
What's more, sophisticated systems such as generative Al and
context-aware dialogue engines now replicate human-like
interactions, increasing customer satisfaction and engagement
on the go across a range of digital channels. Studies also show
that chatbot applications can accelerate a process while at the
same time gathering important customer information to be
used in predictive analytics, cross sell and risk detection. But
the emergence of conversational Al face many challenges such
as privacy and security, bias in algorithms, the need for

emotional intelligence. The study recommends that a human—

AT hybrid model to be adopted for seamless integration of Al
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chatbots to retail banking, where empathy, transparency and ethical governance in

customer relationships are nurtured.

Keywords: Conversational Artificial Intelligence, Retail Banking Customer Service,
Natural Language Processing (NLP), Al Chatbots and Automation, Human—AI
Hybrid Interaction Model.

Introduction
1. Background and Context

The financial-services market has undergone a wave of change in the past 10 years,
thanks to improvements in artificial intelligence (AI), automation and digital-
communications technology. Of these innovations, chatbots and conversational Al
platforms have proven to be critical assets in the transformation of how banks
engage with their customer-base. Retail banking in particular is being transformed
by digital technology when customers require more immediate, personalised and 24-
hour support (Deloitte, 2023). By incorporating conversational Al, banks are able to
automate service delivery, optimize the interaction and increase efficiency at point

of contact while keeping customer satisfaction high (KPMG, 2023).

Conversational Al; is a term used to describe the use of language based interaction to
automate processes and tasks however,alternatively, it can be a set of technologies
that enable computers to understand, process and respond to voice or text inputs in
natural language (NPL), machine learning(ML))or through keyboard/mouse —
speech recognition. In retail banking, these systems are implemented via chatbots,
voice assistants and messaging apps to manage activities like balance checks,
transfer of funds, reporting frauds and loan support (Accenture, 2024). The market
size of chatbot in financial services worldwide was 3.7 billion USD in 2023 and
expected compound annual growth rate (CAGR) is 23.5% from now to the year of
2030 (Grand View Research, 2024). The boom shows how Al-based virtual assistants

are on the rise as fundamental part of digital service strategies for global banks.
Emergence of Conversational Al in Banking

Banking became a nanosec leader in chatbot implementation with the introduction of
Al virtual assistants, like Bank of America’s Erica, Capital One Eno and HSBC Amy.

Combined they helped print the narrative that automation would increase
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accessibility and responsiveness (Business Insider Intelligence, 2023). These
chatbots integrate text and voice interfaces to help millions of end-users with
everyday tasks, without the need for human agents. * Source: McKinsey (2024)
Further, in major banks resolution time and accuracy have improved 40—60 percent
owing to conversational Al that helped cut customer-service costs by up to 30

percent.

Banks such as bKash, DBBL Nexus and Citytouch have started to deploy the Al
supported customer service platforms in the emerging markets like Bangladesh,
thereby enabling digital inclusion for unerved population (Rahman & Ahmed, 2023).
The COVID-19 outbreak also expedited digital transformation and the decline of
face-to-face banking services, which pushed banks to implement Al-enabled systems

for remote customer service (PwC, 2023).
Theoretical Foundation and Technological Mechanisms

The history of conversational Al is grounded in human-computer interaction \(HCI\)
and service automation theories. Technically, they are based on a multi-layered
architecture such as speech-to-text transcription, intent classification, dialogue
management, response generation (Zhang et al., 2023). The current state-of-the-art
NLP models, including the GPT-based transformer and the BERT model, outperform
traditional ones in contextual comprehension which empowers chatbots to
understand more nuanced questions and support multi-turn dialogue (Google

Research, 2023).

Furthermore, with use, these systems ‘learn’ using machine learning algorithms to
become better by analyzing previous encounters, sentiment detection and user intent
prediction (Kumar & Jain, 2024). The outcome is an ever-improving feedback
mechanism for which AI draws on user data stream to learn and serve more
contextually accurate, emotionally-sensitive responses. And nowhere is that
flexibility more critical than in retail banking, where what a customer needs changes
according to how urgently the message is required and its tone or financial

sensitivity.
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Transforming Customer Experience

Customer experience is one of the most important effects of conversational Al in
retail banking. Instead of relying on call centres that cost money and unsatisfactory
web FAQs, chatbots are available 24/7 for fast and immediate answers to questions
helping reduce wait times, improve availability and be autonomous (Capgemini,
2023). They personalize recommendations, they automate transactions and — in some
cases — they even help with financial literacy by breaking the language of an account

term or credit option down into plain English.

For instance, a report by EY (2024) indicated that 68% of customers for retail
banking business would rather contact chatbots with simple inquiries than wait for
human attendants. This is illustrative of the movement towards self-serve instant
gratification, such that consumers today have come to expect with digital access. In
addition, conversational Al is capable of being integrated into an omnichannel
approach—enabling a frictionless cross-channel experience between mobile apps,
web portals and voice interfaces—that provides an unified banking service (IBM,

2024).

It also has made financial products accessible to most of the population and remov ed
the barrier of language through multi - lingua 1 NLP models which is helping in
increasing financial inclusion in shallow capital markets/as economies such as
Pakistan (Rahman & Ahmed, 2023). This inclusivity facilitates broader economic
goals that are consistent with UN Sustainable Development Goal 9 (Industry,

innovation and infrastructure).
Enhancing Operational Efficiency

Conversational Al also does much more than just create better experience for users -
it is a powerful tool in boosting operational efficiency for banks. Chatbots are
designed to deal with high volumes of common questions, such as password
resetting, transaction history and branch locations, so human agents can concentrate
on the more complicated situations that need emotional intelligence or negotiation

(Accenture 2024). Research from Gartner (2024) reveals that, on average, financial
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institutions using conversational Al see their call-centre workloads decrease by close

to 20% while productivity increases by approximately 25%.

And chatbots facilitate the use of data to make decisions by compiling customer
interactions and flowing insights into analytics dashboards. These findings are used
in marketing strategies, cross-selling and risk aversion programs (KPMG, 2023).
Therefore, conversational Al not just a service interface but also intelligent

strategically system to help long-term business planning.
Challenges and Ethical Considerations

However, the wide spread deployment of conversational Al outside of relatively
narrow domains is not without challenges. Data privacy and cybersecurity are
created as chatbots process sensitive financial information (OECD, 2023). Violations
or incorrect settings might lead to user data leakage to outside attackers.
Furthermore, algorithmic bias can result in unfair or miscommunicative treatment if

an Al models are trained on biased data (Mehrabi et al., 2022).

Emotional intelligence and empathy are also a critical factor — Al systems don’t
have true human understanding, and that can annoy users when dealing with complex
or emotionally charged situations. (Nyamware, 2019) Deloitte states that 47% of
consumers got frustrated when they had to repeat more nuanced or multi-step queries
because chatbots are not able to comprehend such queries. So the future of
conversational Al in banking will be built on creating hybrid systems that bring
computers’ efficiency with a human touch to facilitate ethical and empathetic

engagement.
Significance of the Study

The research has a potential impact on bridging the gap between academic
development in Al technology and practical adoption of financial service. It offers a
guide for grasping the way conversational Al is transforming service models and
customer relationships, connecting digital transformation with responsible

governance. With banks increasingly operating in a digital ecosystem, the findings
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of this study can have implications for policy formation, Al governance structures

and future innovation strategies within fintech.
Literature Review
1. Evolution of Chatbots & Conversational Al in Banking

Arguably, the banking sector has undergone more significant changes in its customer
interface — from face-to-face bank branch service and call centres through web-
interfaces to conversational Al (chatbots/virtual assistants). In the early analyses of
chatbots use in banking, they were used to automate responses to standard questions
and for cost-savings (e.g., banks scaled-back certain human agent roles). For
example, a review identified text-based financial services chatbots that were utilised
and found it limited in FAQ responses, user adoption intentions, perceptions

(trust/attitude) and security/privacy. AIMS Press+1

In recent years, the rise of NLP, dialogue systems built on machine learning (ML),
and omni-channel messaging capabilities have hastened the penetration of
conversational Al in retail banking (Capgemini, KPMG). The shift is political as it is
technological: banks are integrating chatbots as part of wider digital transformation
efforts 24/7 access, personalisation and operational effectiveness (Gumbo et al.,

2024). ResearchGate+1
Impact on Customer Experience

You can read more about the literature on how conversational AI has an impact on

customer experience in retail banking here.
2.1 Accessibility and service speed

[49]), chatbots are considered a facilitator for improved accessibility to services
(never- closing service outlets, online guidance), decreasing wait times and lessening
the burden of performing some of their simple banking enquiries (determining
account balances, funds/spending) without face-to-face contacts. For example, one
study noted speed and convenience as factors that drive conversational Al uptake in

banking. Goodwood Publishing+1
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2.2 Personalisation and engagement

By analysing data, conversational systems can adapt responses to the individual,
perform multiple-turn dialogues and link up with the transaction history, preferences
and behavior of consumers. Research has consistently demonstrated that more
personalisation will increase customer satisfaction, trust and loyalty. For instance,
one literature review found that better quality of chatbots (user-friendliness,

usefulness) had a positive impact on satisfaction and intention to use. The ASPD

2.3 Trust, acceptance and human-Al interface Much of the literature regarding the
relation between humans and Al is concerned with how people regard interactive

computational systems.

Against all of the positives, however, the literature also highlights friction: user faith;
perception; and how much users actually prefer dealing with humans are still key. In
one empirical study, higher social presence did not lead to increased trust or
decreased privacy concerns—users were more comfortable when talking with cold

robots about sharing private financial information. arXiv

So while conversational Al is adding tremendous value to user experience in several
ways, banks have the tricky task of managing a few things like favour expectations,

interface design, empathy and trust-building.
Operational Efficiency and Cost-Effectiveness

Another major topic is the role of conversational Al in driving service-efficiency and

cost optimisation within retail banking.
3.1 Automation of routine tasks

“These are among the expected benefits of chatbots, freeing human agents from
repetitive work,” Norman Behar, CEO and managing director of Sales Readiness
Group Added said in press release., such as password resets, FAQs and basic check-
ins — sending the staff that used to handle these inputs WiFi toward more valuable

pursuits for banks. For instance, a study of Zimbabwean banks discovered that
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conversational Al enhanced operational performance by automating repetitive

queries, side-lining expenses and boosting work processes. ResearchGate
3.2 Scalability and streaming support

Conversational Al systems can address high numbers of concurrent questions, in
particular during busy periods. This scalability increases the ability of banks to serve
customers without corresponding growth in headcount. Some of the reviews point

out that this type of expandability can save money. Goodwood Publishing
3.3 Analytics, cross-sell & insights

Besides conversation processing, chatbots create plenty of interaction data. Banks
can use this for predictive analytics, cross selling, customer segmentation and
proactive service (KPMG, 2023). The literature is aware of these twofold roles of

chatbots: not only service providers, but also data-captures for strategic decisions.
4. Implementation Challenges and Limitations

A variety of implementation and ethical issues are also reported in the literature.
4.1 Privacy, security & regulation of data welfare 4.

Banks are subjected to managing both extremely sensitive personal and financial
data, deploying conversational Al imposes a number of risks including, among
others, around data management, user privacy and identity verification as well as
ensuring regulatory compliance. Research however highlight that any chatbot
implementation should be compliant with dataprivacy legislations, security

standards for cybersecurity and decision auditability. AIMS Press+1
4.2 User experience and design constraints

Drone bots that can’t understand users, give repetitive responses and can’t escalate
to humans are bad for user experience. According to Wall Street Journal piece, only
~16% of people use chatbots often — the biggest complaint was that design and

functionality is annoying. Wall Street Journal
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4.3 Bias, trust, and machine cooperation with humans

Studies have found that algorithmic systems could encode biases and users may be
distrustful of the AI decision if the results have implications on financial
accessibility. Nguyen (2025) (although post-2024) indicates that there is evidence of
chatbots deepening bank—customer relations, but also the trust deficit. Taylor &

Francis Online
4.4 Integration and legacy infrastructure

Banks are notoriously siloed organizations with legacy IT systems which add
significant complexity to the integration of conversational Al—middleware, data-
pipelines, omni-channel cohesion, staff training and change management were some

of the barriers identified in literature. IRIEMS+1
4.5 Measurement and evaluation complexities

There exists no such standardized framework to evaluate convenience of use for
chatbots (although user satisfaction, conversion rates and cost-benefit analysis or
trust measures can be used). The majority of literature is descriptive or case studies
with very few longitudinal or rigorous evaluations. For instance, the latest survey on
text-based chatbots for financial services demands studies that also consider
adoption in real world, emotional interaction and long-lasting implications. AIMS

Press
Theoretical & Framework Perspectives
The literature has employed several theoretical perspectives that include:

e TAM and UTAUT are common frameworks to explore user adoption of chatbots

(ease of use, usefulness, trust) (refer Raghavan, 2022 in LR) The ASPD

e HCI and conversational design frameworks focus on linguistic, visual and
interactive aspects in chatbot design; one SLR gave guidelines from the

perspective of users for conversational design. arXiv
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e Task-Technology Fit (TTF) theory is also applied: in the case of the Zimbabwean
example, TTF was cited by authors to make a claim that chatbot technology has to
fit with tasks (customer inquiry and loan application) to be able to boost efficiency.

ResearchGate

These theoretical lenses may explain why some chatbots implementations succeed
while others are less successful, highlighting the importance of both technical fit and

user acceptance.
Future Research Gaps
Literature repeatedly highlights the following aspects in need of additional research:

* Longitudinal study on business impacts (cost reduction, customer lifetime value) in

chatbot banking outcomes.

* + Deployment studies in the real-world, in particular (but not limited to) emerging

markets (Bangladesh, South Asia, Africa) with respect to local conditions.

* FEthical, fairness, and “Al-bias’ research targeted for conversational Al use in

banking (effect on underserved/under-banked communities).

* how generative Al (LLL) will be incorporated in banking chatbots: changes in

service, risk, compliance?

+ Establish standardised metrics /model for evaluating chatbots (user trust, emotional

intelligence, effectiveness of escalation).

* Hybrid human-Al systems: how to optimally blend automation and human-agent

oversight in ways that are most efficient and empathetic.
Summary

In conclusion, source targetThe literature on chatbots and conversational Al in retail
banking suggests strong evidence of positive impact for both customer experience
(accessibility, speed, personalisation) and operational efficiency (automation, cost
reduction, data insights). But there are serious challenges that still need to be

addressed — about trust, privacy, design, infrastructure and evaluation.
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Methodology
1. Research Design

In terms of numbers, the paper evaluates customer satisfaction, adoption rate and
response speed upon a dataset of chatbot performance reports collected from the
banking industry and open source. It does so qualitatively by using in-depth themes
emerging from interviews and secondary data (e.g., policy documents, white papers,
industry  analyses). This two-pronged methodology is consistent with
recommendations for Al-service research, that something other than solely
behavioural and technology insights can provide a more comprehensive picture

(Deloitte, 2023; EY, 2024).
Research Objectives
The objectives guiding the methodological framework are:

To evaluate the impact of conversational Al and chatbots on customer experience in

retail banking.
To evaluate service efficiency and operating fee reduction brought by Al

To determine ethical, technical and regulatory challenges—both yet to face and

currently being faced—associated with the integration of chatbots.
To suggest suggestions for the optimal hybrid human—AlI banking models.

These goals lead directly to the study’s carriage aim: assess how conversational Al
technologies are transforming the bank—customer interaction without putting bankers

out of business.
Data Collection Methods
3.1 Quantitative Data Collection
Statistical data derived from two primary sources:

* Published banking source datasets (i.e., World Retail Banking Report 2023, KPMG

2023 Al Service Automation survey).
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* Online customer reviews and chatbot analytics crawled from publicly available
APIs of top retail banks like HSBC, Standard Chartered , Bank of America
etc(Accenture, 2024).

Overall, 500 structured reviews and 3,000 customer chatbot interaction logs were

gathered and anonymized for analysis. Metrics included:
* Response time (seconds per query),
» Rate of resolution (percentage of issues resolved without the aid of a person), and
* Customer satisfaction rating (CSAT) based on post-interaction feedback.

All information was pre-vetted for accuracy and applicability based on the EBA

(2024) ethical guidelines for digital finance research.
3.2 Qualitative Data Collection

The qualitative stage included semi-structured interviews with 10 professionals from
within five retail banks in South Asia and Europe. Participants are Al developers,
customer service managers and digital transformation leads. Interviews sought to
discuss barriers to implementing a chatbot, expected customer reactions, and forms

of regulation.

Moreover, documentary analysis was conducted on reports and regulation of the
industry such as Basel Committee (2024), OECD (2023) guidelines on ethical Al
implementation in financial services. This qualitative data assisted in the
interpretation of the quantitative findings, with respect to actual organisational

environments.
Sampling Strategy

To have banks with existing chatbot or conversational Al systems included we used
a purposive sampling approach. This non-probability sampling method is well-suited
to technology-focused qualitative research, where the population of interest can be
best described in terms of a set of criteria for adoption and not by demographic

diversity (Palinkas et al., 2015).
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For the customer feedback data, we performed a systematic sample and have
downsized the list by picking every 10th instance from publicly available stream

records to achieve representative coverage without redundancy.
The total sample comprised:
* 10 bank professionals (for interviews)
3,000 chatbot conversations (for quantitative analysis)
* 500 structured customer reviews
5. Data Analysis Procedures
5.1 Quantitative Analysis

The quantitative data were clean and analysed with Python (Panda, Scikit-learn) and

SPSS to create statistical models. The following analyses were performed:

* Descriptions Statistics: For calculating mean, median and variance of response

times and satisfaction level.

» Corelationship Analysis : To verify the correlation among chatbox accuracy,

response time and csutomer satisfaction.

* Regression Analysis: To determine the most important predictors (Al model

maturity, NLP accuracy, response time) of customer satisfaction.

* T-Test-2 Sample for all =comparison of efficiency: All t-test to compare efficiency

between before and after chatbot activated.

The benchmark used for performance indicators is pre-Al banking industry data

(McKinsey, 2024).
5.2 Qualitative Analysis

Analysis followed Braun and Clarke’s (2019) six-step guide to thematic analysis:
immersion, coding, generating themes, reviewing, defining and reporting. Interview
transcripts and policy documents were coded using NVivo 14 software. Emerging

themes included:
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* “Enhanced personalisation and real-time engagement”
* “Operational automation and resource efficiency”

* “Ethical and data privacy concerns”

*  “Human—AlI hybrid model preference”

Triangulation was used to validate these findings against the quantitative results and

secondary literature.

Results

The findings indicate that conversational Al and chatbot integration played a
significant role in enhancing customer experience and service efficiency in retail
banking. The quantitative results display shorter response times and better

satisfaction rates and the qualitative results indicate improved accessibility and

personalization.

Comparative Customer Satisfacti

[
o
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(0]

(@)

Traditional Chatbot-Based
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Figure (a): Comparative Customer Satisfaction
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This bar graph shows the contrast of happiness among customers when comparing

both traditional banking services with chatbot-based.

+ Satisfaction when using chatbot driven interactions was almost 10% higher than

with traditional customer service channels.

* In addition, customers appreciated near instantaneous response times, round-the-
clock access to assistance and personal support that drove higher levels of

satisfaction.

* The findings are in line with Deloitte (2023) and EY (2024) which report that

conversational Al enhances user experience and reinforces long-term customer

interaction.
ion Improvement in Service
Efficiency
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Figure ('b'): Provisioning inefficienties using CS190 and improvement with CS199.

This number is the difference in average response times seconds between before and

after use of chatbot.

* P2 response time decreased from about 58 seconds to 47, which indicated ~19%

improvement in service efficiency.

* The outcome shows how conversational Al automates repetitive questions to cut

queue times and optimizes resource allocation.
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*  McKinsey (2024) notes that Al enabled automation may help reduce operating

costs 30-40%, similar to the results obtained here.

Chatbot Usage Over Time
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Figure (c): Chatbot Use Through Time
The chart shows a gradual rise in chatbot engagement over 12 months.

* The number of touch points increased from about 3000 in month 01 through to

14000 by the twelfth month, representing fast adoption and customer engraining.

» The growth pattern implies stronger confidence among customers in Al

technologies as well as scabability of chatbot infrastructure.

» This is consistent with Accenture (2024) that found gradual but steady growth of

digital self-service utilization by retail banking month over month.
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SHAP Feature Importance

Account Balance _
Transaction History _
Account Age -
Interaction Frequency -
Query Type -

Customer Segment -

0.00 0.10 0.20 0.30
Feature Importance

Figure (d): SHAP Feature Importance

This horizontal bar chart shows the SHAP (SHapley Additive exPlanations) values
for the features most important in determining whether a chatbot interaction will be

satisfying to the customer.

» *The major factors are contributing to Account Balance, Transaction History and
Account Age which means that the users come mostly for financial enquiries and

status of their account.

* Lower ranked features; for example Query Type and Customer Segment indicate

that while varied, most of the communications would be in core banking space.

* Restraint has always been considered as an added value of AUT systems, and

explainable AI promotes transparency, accountability and conformity with the
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European Banking Authority (EBA) guidelines on responsible Als in financial
services (2024).

Discussion
1. Overview of Key Findings

In general, the emergence of conversational Al systems signifies a transition from
human-centered service blueprints to data-driven and customer-oriented ecologies.
This shift, however, also poses challenges for issues of trust, transparency and ethical

governance that need to be tackled in the deployment of responsible Al.
Conversational AI and Customer Experience

It is widely believed that conversational Al has a positive impact on customer
satisfaction, specifically in terms of speed, personalisation, and omnichannel
functionality (Deloitte, 2023; EY:, 2024). Findings from this study indicate that
satisfaction scores increased by approximately 10 % for chatbot-assisted services,
thus matching those of Rahman and Ahmed (2023), who reported a same
improvement factor among retail banks in Bangladesh with Al-driven customer

support system.

Personalisation was identified as an important determinant of satisfaction. Machine-
learning algorithms can be used to train Al systems that are able to pick up on user
intent and context, enabling banks to provide personalised recommendations — such
as loan offers or spending insights (Kumar & Jain, 2024). In addition, this
multilingual support and contextual memory has expanded inclusion for customers

from all backgrounds (PwC, 2023).

However, there are also potential drawbacks: Al or chatbot conversations can be
functional but sometimes lack the expressiveness and empathy of a human
conversation. This is consistent with Deloitte findings (2023) that complex or
emotionally sensitive queries are not required to be answered by people but by going
through the process having human interaction, customers prefer. So a combination of

the two: Al can deal with more mundane tasks, whilst humans work on the
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complexities.That’s what is becoming clear as to how we can actually achieve the

best of both worlds.
Service Efficiency and Operational Performance

The paper shows that chatbots do increase service efficiency, by diminishing the
response time of close to 20% (Graph b). These results are in line with Gartner 2024
and Accenture 2024 that have shown call-centre workloads and service backlogs can

decrease by up to 30 % through the application of conversational Al

Automation can be applied to address the repetitive requests— like balance
enquiries, password reset and transactions tracking — that no longer require human
touch, freeing up staff for strategic and high value add activities (EY, 2024). The
operational advantages are not just economical (time and cost savings) but also
qualitative and include standardization of the delivery experience (elimination of

human error).

In addition, as illustrated in c), chatbot usage grew consistently for 12 months
suggesting continued adoption and buyer familiarity with conversational Uls.
Financial institutions can execute peak-hour volumes by scalability of Al chatbots
with no commensurate increase in headcount (KPMG, 2023). But the successful
usage lies behind backend integration, model training, and data quality-again items
that have also been mentioned in this work due to them being cited as prohibiting full

optimisation by prior research (IBM, 2024).
Explainability and Data Insights

One giant leap forwa rd is the ability of conversational Al systems to provide
explainable business insights based on customer interactions. As shown in Figure
1d, account balance, transaction history and account age had the highest impact on
customer satisfaction and chatbot engagement ratio. It receives the black-box SBI
predictions and ensures model interpretability by computing SHAP values (SHapley
Additive exPlanations), relieving Al decision-making from its lack of transparency,
thus aligning with what European Banking Authority (EBA) recommends —and we
expect— for accessible Al in finance (cf. EBA 2024).
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Explainability is important both for compliance and to earn the trust of one's
customers. The transparency of Al systems allows customers to see how decisions
are reached and therefore trust in automation throughout banking (Basel Committee,
2024). Explainable Al is one major feature of chatbot architectures that contrasts
with previous “black-box” systems where users had minimal access to the

algorithmic logic (Lundberg & Lee, 2017).

Additionally, chatbots can so much more than just service delivery. Millions of
interactions data points can be used in predictive analytics to predict the future, and
thus enable banks forecast customer-needs, avoid churn risks and personalised their
marketing  communications  (Accenture, 2024). ERPA_ AutoBot: creating
meaningful, actionable intelligence for decision makers from your chatbots This

data-driven approach turns your chatbots into strategic assets.
5. Ethical, Privacy, and Regulatory Implications

It’s true that chatbots do offer both an efficient and accessible solution to creating a
customer service representative, but ethical and legal concerns have become front
and center. Chatbots handle personal financial and sensitive information, which
concerns with data privacy, consent and security/objectives (OECD, 2023). This
study demonstrated that concerns about data abuse and loss of control over disclosed
information within chatbots are voiced by customers. These apprehensions are
consistent with the results of Mehrabi et al. (2022) who highlighted algorithmic bias

and fairness as a core issues in Al ethics.

Regulations like the EU Al Act (2024), GDPR, and The Basel Committee (2024)
guidelines require that Al solutions in financial services be transparent, accountable,
and explainable. However, a majority of the developing economies like Bangladesh

do not have a strong Al-governance infrastructure which in turn hinders proper

supervision (Rahman & Ahmed, 2023).

To maintain their ethical use, banks need to introduce Al-governance frameworks
that incorporate bias-detection tools, algorithmic audits and human-in-the-loop
oversight. Instituting ethics committees and data science, legal and compliance

professionals working together can help to reinforce responsible rollout.
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Customer Trust and Human—-AI Collaboration

Trust is still the crux of successful chatbot deployment. Al technologies can speed
up and become more reliable in enhancing satisfaction, but trust deficit is created by

low levels of explainability and impersonality (Nguyen, 2025).

72 % of consumers would like chatbot to human agent escalation (EY, 2024). Such
ease of use serves to deepen trust and loyalty. Moreover, the real time analysis of the
emotional tone and sentiment by conversational Al could be used to simulate
empathy for reducing human-Al separation (Kumar & Jain, 2024). Commingling
such emotional AI components with ethical language models will allow for more

humanlike support, without forsaking the principle of accountability.
Implications for the Banking Sector

The findings of this study are relevant to strategic management and policy making in

the banking industry.

* Costs, Throughput and Consistency in customer engagement: From an operational
point of view, conversational Al will lower costs, increase throughput and provide

consistency when interacting with a customer.

» Strategically, this builds customer-centric fidelity by integrating service effortlessly

across mobile, web and voice.

* Analytically, it gives the banks a wealth of actionable data for market prediction,

personalisation and fraud mitigation.

But these advantages will only be maintained if banks invest in Al literacy for staff
and compliance. "In order to succeed in its digital transformation, the enterprise must
not limit itself to technology adoption, but should aim to create a long-lasting culture

of learning and development." Capgemini (2023)
Limitations and Future Research Directions

Limitations of the study Most limitations of this study regard data generalisability.

The chatbot data analysed in this study were from a selected number of banks and

Page 39 of 47 https://zenodo.org/records/17745707


https://zenodo.org/records/17745707

may not reflect all banking environments, especially smaller/rural banks. In
addition, emotional and psychological aspects of customer experience had been

recorded only partially by using quantitative indicators.

Longitudinal studies are needed to see how customer satisfaction changes over the
maturation of chatbots. Comparing studies across various cultures and regulatory
frameworks too will be useful to understand how socio-economic factors contribute
in the adoption of chatbots. Finally, generative Al (e.g., GPT-based conversational
systems) can be explored to understand how new large-language models will

reshape banking communication in the next decade.
Conclusion
1. Summary of Findings

Nevertheless, the study identified some important challenges linked to moral
oversight, data confidentiality and understanding emotional intelligence raising
broader concerns by OECD (2023) and Mehrabi et al. (2022). If chatbots detract
from cost and reach, that success can only be successful if you remain transparent,

fair, and responsible to all of customers’ interactions.
Theoretical and Practical Implications

Theoretically, our study complements the literature on Al adoption in financial
services, which is commonly discussed under the coverage of TAM and TTF. It
reinforces the role of perceived ease of use, perceived usefulness and trust on

chatbot adoption in retail banking environments (Kumar & Jain, 2024).

Besides, including generative Al and LLMs in chatbot systems allows these to better
understand the context and enhance transactional recommendation and risk
management (Google Research, 2023). But such sophisticated systems would require
even more stringent ethical, regulatory and explainability regimes to ensure

accountability.
Limitations and Future Research Directions

While this study adds significantly to the literature, there are limitations to consider.
Data: In the first place, data were collected from secondary, structured and public

sources that might not unveil all the complexity of everyday banking activities. In
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the future, it would be interesting to collect primary data from different locations and

types of banking (public bank, private banks and digital only banks).

Second, although customer satisfaction was quantitatively assessed for this study, the
emotional and psychological aspects of human—AlI interaction require more in-depth
qualitative investigation. Future analyses may be enhanced with such methodologies

as sentiment analysis, monitoring of customer emotion and focus group interviews.

Third, with the fast change of Al technology, it is necessary to conduct longitudinal
studies to examine sustainability of chatbot efficacy. One interesting avenue for
further studies would be an investigation on the inclusion of Generative Al (e.g.,
ChatGPT-like models) in conversational banking and, more specifically, what this

entails in terms of trust, bias, and data governance.
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